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Abstract.  
This   paper   is   a   summary   of   the   work   I   did   during   the   2020   DIMACS   REU   program.   This  
includes   information   about   the   P4   programming   language   and   the   Barefoot   SDE.   Information  
about   the   P4   programming   language   includes   implementing   exercises   that   exhibit   network-level  
use   cases   of   programmable   switches   through   P4   programs.   Information   about   the   Barefoot   SDE  
includes   experiences   with   a   real   hardware   device   that   can   process   data   at   6.4   Tbit/s.  
 
1.   INTRODUCTION.  
Internet   traffic   goes   through   a   series   of   devices   called   routers.   Routers   are   high-speed   devices,  
meant   to   redirect   packets   of   data   quickly   from   one   place   to   another.   In   traditional   networks,   the  
router’s   functions   are   implemented   at   the   hardware   level.   This   gives   a   performance   boost   to   the  
speed   of   the   router;   however,   this   limits   the   device   in   terms   of   the   actions   that   can   be   executed.  
Software-defined   networking   is   defined   by   the   decoupling   of   control   and   forwarding   planes   in  
the   network.   This   separation   enables   the   flexibility   for   the   switch   to   exploit   open   communication  
protocols   like   OpenFlow.   This   allows   operators   to   manage   the   entire   network   and   its   devices  
with   code   consistently,   regardless   of   the   underlying  
hardware,   which   may   be   from   multiple   vendors.   My  
role   is   to   understand   the   specific   details   of  
programmable   switches,   explore   this   emerging   field  
in   computer   networking,   and   ultimately   to   work  
towards   the   larger   research   effort   intended   to   define  
mechanisms   and   policies   that   carve   out   university  
network   resources   to   various   users   by   programming  
routers   appropriately.  
 
2.   BACKGROUND.   
P4   is   a   programming   language   for   controlling   how  
packets   are   processed   by   the   forwarding   plane   in  
networking   devices,   such   as   routers   and   switches.  
Through   the   duration   of   the   summer   research,   2  
different   Github   tutorials   [3,   4]   were   used   to   learn  
different   networking   protocols   and   the   P4  
programming   language.   
 



2.1   P4   language   structure.   
The   first   thing   to   notice   when   working   through   the   early   exercises   is   the   unique   structure   of   the  
language.   The   code   is   formatted   into   very   specific   sections   including   the   headers,   parser,  
checksum   verification,   ingress   processing,   egress   processing,   checksum   computation,   deparser,  
and   the   switch.   Within   these   subsections,   there   was   more   formatting.   Take   the   header   shown   in  
Figure   1   for   example.   At   the   very   top,   the   figure   contains   type   definitions   with   a   name   attached  
to   a   set   number   of   bits.   The   image   also   contains   example   definitions   of   headers.   The   ethernet  
header   is   defined   as   an   “ethernet_t,”   which   contains   a   destination   address   and   source   address  
using   the   predefined   type,   “macAddr_t.”   There   is   also   another   field,   “etherType,”   defined  
directly   with   the   number   of   bits,   which   in   this   case   is   16.   Nonstandard   headers   can   be   defined   as  
well,   such   as   “myTunnel_t”   with   specified   bits   defined   as   needed.   These   definitions   follow   a  
straightforward   structure,   which   gives   the   code   a   neat   and   clean   look.   This   nice   formatting  
allows   the   code   to   be   easily   understood   and   this   is   consistent   throughout   the   rest   of   the   code  
body.  
 
3.   P4   EXERCISES.  
The   Github   tutorials   [3,   4]   explored   many   important   concepts   in   computer   networking,  
revealing   vast   complexities   that   go   into   a   single   program.   A   network   is   much   more   complicated  
than   simply   moving   a   packet   from   an   arbitrary   input   port   to   an   arbitrary   output   port   of   a   router.  
There   are   many   intricate   aspects   of   the   P4   programs   that   come   together   to   make   a   working  
network   as   a   whole.   
 
3.1   Tunneling  
The   first   concept   is   tunneling.   Figure   1   presents   the   custom   header,   “myTunnel_t.”   This   can   be  
used   to   determine   if   an   incoming   packet   is   of   the   IPv4   internet   protocol   or   the   IPv6   internet  
protocol.   If   the   underlying   infrastructure   does   not   support   IPv6,   encapsulation   of   the   IPv6  
packet   in   an   IPv4   packet   allows   the   movement   of   data   through   such   devices.   
 
3.2   Firewall   with   bloom   filters  
Another   exercise   introduced   a   kind   of   probabilistic   data   structure   —   the   bloom   filter.   
 

 
Figure   2.   Example   of   a   bloom   filter   in   the   P4   language.   

 
A   bloom   filter   is   a   data   structure   that   maintains   set   membership   with   sublinear   space   on   the  
number   of   items   in   a   streaming   setting.   In   the   P4   language,   it   can   be   implemented   with   an   array  
of   registers.   Bloom   filters   are   a   useful   tool   for   speeding   up   and   simplifying   networking   protocols.  
In   the   example   shown   in   Figure   2,   the   bloom   filter   is   used   to   construct   a   firewall.   Chosen  



identifying   fields   (IPv4   source   address,   IPv4   destination   address,   TCP   source   port,   and   TCP  
destination   port)   of   the   packet   are   hashed   using   a   predefined   hash   algorithm,   and   the   return  
value   will   act   as   the   index   in   the   bloom   filter.   The   value   at   the   computed   index   will   be   set   to   1  
from   the   original   value,   which   was   0.   This   setting   of   the   value   in   the   bloom   filter   will   be  
completed   when   a   packet   is   exiting   the   router.   When   another   packet   enters,   the   hash   of   the  
same   fields   (IPv4   source   address,   IPv4   destination   address,   TCP   source   port,   and   TCP  
destination   port)   will   be   computed   to   acquire   an   index   and   checked   with   the   existing   bloom  
filter   to   determine   if   the   packet   should   be   allowed   or   dropped.   The   bloom   filter   is   a   probabilistic  
data   structure,   which   means   there   can   be   false   positives,   but   there   can   never   be   false   negatives.  
In   the   case   of   firewalls,   the   bloom   filter   may   allow   some   packets   that   have   hashed   values  
overlapping   with   existing   packets’   hashed   values   to   pass   through.   The   bloom   filter   will   never  
allow   packets   whose   hashed   values   do   not   overlap   with   existing   hashed   packets’   values.   For  
example,   if   the   hash   algorithm   computes   an   index   with   the   value,   0,   at   the   index,   then   the   packet  
will   not   pass   through.   
 

 
Figure   3.   Python   control   plane.  

 
3.3   P4   control   plane.   
The   P4   control   plane   exercise   on   Github   [3]   demonstrates   how   to   populate   the   forwarding  
plane’s   table   using   Python.   Figure   3   is   a   snippet   of   the   control   plane   code   taken   from   the  
p4runtime   example,   which   populates   the   ipv4_lpm   table   with   match   fields,   action   names,   and  
action   parameters.   
 
3.3.1   Explaining   the   relationship   between   the   forwarding   plane   and   the   control  
plane.  
An   important   part   of   the   learning   process   is   to   understand   the   relationship   between   the  
forwarding   plane   and   the   control   plane.   The   forwarding   plane   sets   up   the   table   and   the   table  
structure,   while   the   control   plane   populates   the   table   with   table   entries.   An   example   of   the  
forwarding   plane   would   be   to   imagine   an   empty   table   with   headers,   “key,”   and   “actions.”   The  
forwarding   plane   creates   rules   that   say   the   “key”   column   of   the   table   will   take   IPv4   destination  
addresses,   as   an   example.   It   will   also   create   rules   that   say   the   “actions”   column   will   take   only  



one   of   the   three   actions   (ipv4_exact,   drop,   NoAction,   for   example)   that   were   previously   defined  
by   you.   These   rules   set   up   a   contract   for   the   control   plane.   The   control   plane   must   populate   the  
“key”   column   of   the   table   with   IPv4   addresses,   and   not   IPv6   addresses   or   MAC   addresses.  
Similarly,   the   “actions”   column   must   take   either   ipv4_exact,   drop,   or   NoAction.   It   cannot   take  
another   action   like   ipv4_lpm,   which   was   not   defined   in   the   forwarding   plane   table.   All   of   the  
table   information   would   be   stored   in   a   dedicated   memory.   
 
In   learning   P4,   the   2   sets   of   Github   tutorial   were   both   exceptional   tools   to   not   only   learn   the   P4  
language,   but   also   dive   into   various   concepts   and   complexities   of   computer   networking.   
 

 
Figure   4.   Error   message   in   the   install   script.  

 
4.   INSTALLING   THE   BAREFOOT   SDE.  
The   Barefoot   SDE   is   the   software   package   used   to   interact   with   the   Tofino   switch   hardware.   It  
can   be   set   up   on   a   virtual   machine   and   run   with   the   tofino-model.   Many   problems   occurred  
while   setting   the   SDE   up   on   both   the   virtual   machine   and   the   physical   hardware.   
 
4.1   Installation   on   the   virtual   machine.  
An   error   occurred   in   part   one   of   the   installation   regarding   the   software   dependencies.   The  
install   script   had   printed   an   error   message   no   matter   the   status   of   the   installation.   With   a  
thorough   look   through   the   script,   one   can   encounter   something   rather   evil   displayed.   This   is  
shown   in   Figure   4.   It   is   a   message   stating,   “Error   installing   p4c   installer   dependencies.”   This  
may   seem   reasonable;   however,   at   a   closer   look,   it   appears   that   after  
“$SDE/install_p4c_deps.sh”   is   run,   the   exit   code   is   stored   in   “rc”   with   “rc=$?.”   The   exit   code   in  
rc   is   not   used   again   to   determine   if   the   error   message   should   be   printed.   Thus,   no   matter   the  
status   of   “$SDE/install_p4c_deps.sh,”   an   error   message   will   always   print.   Evil.   
 
After   plowing   through   the   installation   errors,   a   working   environment   was   up   on   a   Ubuntu   18.04  
virtual   machine.   A   few   test   cases   were   run   on   the   tofino-model.   Figure   5,   Figure   6,   and   Figure   7  
displays   a   working   example   of   tna_counter’s   tofino-model,   bfshell   control   plane,   and   Python  
test   cases   respectively.   



 
Figure   5.   Tofino-model   on   the   virtual   machine.  

 



 
Figure   6.   Bfshell   control   plane   on   the   virtual   machine.  



 
Figure   7.   Python   test   cases   running   successfully   for   tna_counter   example.  



 
 
4.2   Installation   on   the   ONIE   switch.  
As   for   the   installation   on   the   physical   hardware,   there   still   exist   bugs   in   the   software   and   the  
tofino-model   is   only   half   functioning.   The   errors   included   the   non-existent   linux   headers,   thrift  
dependency   compile   error,   problems   with   loading   and   unloading   the   bf-drivers,   a  
TThreadedServer   exception   printing   every   second   on   the   bfshell   control   plane   of   the  
tofino-model,   a   platform   error   after   installing   a   required   driver,   and   many   more,   which   were  
unrecorded.   
 
4.3   Experience   with   the   NYU   device.  
The   NYU   Tofino   device   is   another   switch   that   was   already   set   up.   Within   this   machine,   there  
was   a   tofino-boilerplate   written   and   ready   to   be   tested.   This   program   sends   a   packet   from   the   C  
language   control   plane   on   a   separate   thread,   given   5   input   fields.   It   then   receives   the   previously  
sent   packet   by   joining   the   thread   and   printing   the   updated   fields   to   the   observer.   A   running  
example   of   this   is   presented   in   Figure   8.   The   commands   were:   “./run.sh   11   22   33   44   55.”   As   seen  
from   the   image,   the   first   field,   originally   containing   11,   was   updated   to   0   after   being   received.  
The   current   goal   of   the   project   is   to   get   Rutgers'   device   to   a   similar   state.   
 

 
Figure   8.   Running   the   tofino-boilerplate   example.  

 
 
5.   DISCUSSION.  
Here   are   some   reflections   on   the   work   I   have   done.   



 
5.1   Understanding   the   forwarding   plane   and   control   plane.  
In   my   experience,   the   hardest   part   of   the   Github   tutorials   [3,   4]   was   grasping   the   concept   of   the  
control   plane.   I   could   not   understand   what   the   purpose   of   the   control   plane   was   and   what   was  
meant   by   populating   the   tables.   I   believed   the   tables   had   already   existed   on   the   forwarding   plane  
and   the   control   plane   was   not   needed   if   the   tables   were   already   there.   Now   that   I   do   understand  
the   purpose   of   the   control   plane,   it   is   hard   to   explain   what   I   was   previously   confused   about.  
Working   through   the   exercises   and   looking   at   the   Python   code,   attempting   to   understand   it,  
allowed   me   to   grasp   the   purpose   of   the   two   different   planes.   
 
5.2   Remembering   the   Barefoot   SDE.  
Regarding   the   virtual   machine,   it   was   the   most   gratifying   experience   to   see   a   test   case   being   run  
and   succeeding   after   hours   of   debugging   during   the   installation   period.   I   was   able   to   explore   the  
bfshell   and   navigate   to   a   Python   based   control   plane   of   the   program.   There,   I   populated   the  
tables   with   my   custom   entries   and   ran   a   tailored   test   case   to   see   if   the   execution   would   pass.   It  
did.   
 
I   encountered   many   problems   while   installing   the   SDE   on   the   virtual   machine;   however,   I   will  
not   get   into   the   details   in   the   interest   of   time   and   for   the   sake   of   my   sanity.  
 
6.   CONCLUSION.  
This   project   is   only   at   the   beginning   of   its   many   stages.   Setting   up   the   Barefoot   SDE   is   the   very  
first   step   to   enable   cutting-edge   computer   networking   research   on   the   university   campus.   There  
is   a   long   way   to   go   and   it   looks   hopeful   going   forward.   I   wish   to   stay   with   the   team   and   continue  
to   contribute   to   the   project   in   any   way   possible.   
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